
Designing Data-Aware
Network-on-Chip for Performance

Abhijit Das1 2 and John Jose1

1Indian Institute of Technology Guwahati, Assam, India
2Univ Rennes, Inria, Lannion, France

abhijit.a.das@inria.fr

Abstract—Network-on-Chip (NoC) is a widely adopted commu-
nication infrastructure in Tiled Chip Multi-Processors (TCMPs)
due to its high transfer bandwidth, scalability and reliability. As
the number of cores continues to increase in modern TCMPs,
NoC plays a pivotal role in determining the performance. In
fact, it is reported that NoC is responsible for 60% to 75% of
the miss latency experienced by the applications run on TCMPs.
Nevertheless, most of the existing memory access techniques and
optimisations are NoC oblivious, which limits their performance.

This work advocates for considering NoC and memory
hierarchy together when designing techniques and proposing
optimisations for TCMPs. It shows that designing data-aware
NoC with the help of memory hierarchy improves resource
utilisation, reduces memory access latency and improves system
performance. Specifically, the architectures proposed in this work
can improve overall system performance by up to 19% with
negligible storage, area and power overhead. While TCMPs
continue to scale with the help of electrical, wireless and photonic
NoCs, the proposed work can influence future design decisions.

Index Terms—Network-on-Chip (NoC), Tiled Chip Multi-
Processor (TCMP), Network Stall Time, Cache Miss Penalty.

I. INTRODUCTION

Multiple factors, including the continuance of Moore’s
Law [1], end of Dennard’s Scaling [2] and limits of
Instruction-Level Parallelism (ILP) [3] have led to the
paradigm shift from uni-core to multi-core systems. 2015 In-
ternational Technology Roadmap for Semiconductors (ITRS)
report predicts that the increasing demand for information
processing will drive a 30-fold increase in the number of pro-
cessing cores by 2030 [4]. It is indeed visible in the industry
with Intel Xeon Phi [5], AMD EPYC [6] and Ampere Altra [7]
processors featuring up to 128 cores in their Tiled Chip Multi-
Processors (TCMPs). As the number of cores continues to
increase in TCMPs, on-chip communication plays a pivotal
role in determining the performance. Global wires, shared
buses, and monolithic crossbars have failed to provide the
necessary communication infrastructure. As a result, a shared
Network-on-Chip (NoC) based communication infrastructure
is employed in most of the modern TCMPs [8]. Figure 1 shows
the conceptual view of a standard NoC based TCMP.

NoC is a multi-hop packet-based communication infrastruc-
ture that connects cores through routers. NoC is preferred
over others due to its high transfer bandwidth, scalability, and
reliability. Applications running on different cores use it to ac-
cess on-chip cache memories and off-chip main memory. NoC
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Figure 1: Conceptual view of an NoC based TCMP.

plays a significant role in determining the performance as it is
responsible for 60% to 75% of the miss latency experienced
by these applications [9]. Nevertheless, most of the existing
memory access techniques and optimisations just focus on the
memory hierarchy and treat the underlying NoC like a black
box. The main reason behind this practice is the assumption
that the on-chip communication latency is fixed (defined) and
hardly changes over time. On the contrary, packets in NoC
experience indefinite delays at each hop due to routing and
arbitration decisions. Hence, the communication latency in
NoC is undefined and varies according to the available traffic.
As NoC plays a vital role in memory access latency, ignoring
it may severely impact the overall performance of TCMPs.

Existing literature suggests that considering NoC and mem-
ory hierarchy together is the way forward in TCMP design [9].
Existing literature also considers efficient utilisation of NoC
resources as a fundamental challenge in TCMP design, as
currently, it is only about 20% [10]. This work accepts
both; the suggestion as well as the challenge. There are
innovative solutions available in the literature about using



NoC for caching and coherence [11][12][13][14][15]. Data
and application-aware solutions are also available for efficient
utilisation of NoC resources [16][17][18][19][20]. However,
most of these solutions focus on independently optimising the
NoC without bothering about its interaction with the memory
hierarchy, thus leading to sub-optimal performance. This work
attempts to establish a dynamic cooperation between NoC and
the memory hierarchy for improved performance. By gathering
information about the data travelling from one level of memory
to another, we exploit underutilised NoC resources to design
techniques and propose optimisations that reduce memory
access latency and improve overall system performance1.

II. DATA-AWARE NETWORK-ON-CHIP

Existing techniques usually target individual shared re-
sources, like NoC is optimised for packet latency, Last Level
Cache (LLC) is optimised for hit rate, and Memory Controller
(MC) is optimised for bank access latency, etc. These opti-
mised metrics may not be directly related to the performance
experienced by the applications. For example, service latency
of packets might be hidden due to Memory-Level Parallelism
(MLP) [22], and hence packet latency might not be indicative
of the network-related stall time at the core (processor)[23].
Similarly, LLC is distributed across multiple cores as banks
and requested data can be anywhere, from the nearest to
the farthest bank. Hence, just the hit rate alone might not
be indicative of the LLC access time at the processor [24].
Moreover, optimising individual shared resources for mini-
mum service guarantees often leads to over-provision. Studies
on Warehouse-Scale Computers (WSCs) have reported average
resource utilisation between 10% and 50% only [25][26].

To design techniques and propose optimisations that can di-
rectly impact the overall system performance, shared resources
must be considered together. So, rather than ignoring the NoC,
it should be considered alongside the memory hierarchy. All
the shared resources must also understand the characteristics
and importance of the applications to improve their utilisation.
However, labelling a particular application as more important
than others at all times can be misleading, as for the same
application, data requested at different times will have dif-
ferent importance to the processor. This work goes one level
deeper, and instead of being application-aware, it focuses on
designing data-aware NoC to improve the performance. While
the characteristics and importance of the data are relatively
well understood at the memory hierarchy, i.e. on-chip cache
memories and off-chip main memory, less is known at the
NoC. The complex and chaotic interaction between the cores
in a TCMP makes it difficult for the NoC to understand about
the data (packet) on its own. Additional challenges include
varying packet injection rates, queuing delay, MLP, spatial
location of the LLC banks and MCs, etc. Hence, the NoC
must interact with the memory hierarchy to understand about
the data travelling from one level of memory to another.

1This paper summarises the Ph.D. dissertation of author A. Das [21].

Table 1: System configuration (*varies in IV, V and VI)

Processor 64 OoO x86 cores, 1.3GHz
L1 Cache 32KB, 8-way, private, split

L2 Cache (LLC) 512KB×64 cores, 16-way, shared
Memory Bank 4; one located at each corner

Coherence MESI/MOESI distributed directory

NoC

8×8 2D-Mesh topology, 128-bit channel
3 Virtual Networks (VNs)
3 Virtual Channels (VCs) per VN
1-flit depth control VC, 4-flit depth data VC

Routing 2-stage routers (1.54ns), XY-DOR algorithm
VC based wormhole packet-switching

Packets 1-flit for control packet, 5-flit for data packet
Word/Flit/Block 64-bit/128-bit/64B; 2-words/flit, 8-words/block

Benchmarks SPEC CPU2006 (multi-programmed)
PARSEC 3.0 and SPLASH-2x (multi-threaded)

This work advocates for considering NoC and memory
hierarchy together when designing techniques and proposing
optimisations for TCMPs. It shows that designing data-aware
NoC with the help of memory hierarchy improves resource
utilisation, reduces memory access latency and improves sys-
tem performance in TCMPs. To this end, our work makes the
following contributions toward data-aware NoC design:

• Critical Packet Prioritisation [27]
• Critical Word Prioritisation [28], and
• Opportunistic Caching [29][30][31][32]

III. EVALUATION METHODOLOGY

A. Simulation Infrastructure

All the architectures proposed in this work are modelled on
event-driven gem5 simulator [33], and the system configura-
tion is given in Table 1. It is similar to Intel Xeon Phi Processor
7235 [34] with shared and distributed L2 cache (LLC). The
additional hardware-related area and power overheads are
obtained using ORION 2.0 [35] at 65nm, and DSENT [36]
and McPAT [37] at 22nm processor technology, all at 1GHz
operating frequency. Some of the additional hardware are also
implemented in structural RTL Verilog HDL and synthesised
in Synopsis Design Compiler using a TSMC 65nm standard
cell library at 1GHz operating frequency. For a relative com-
parison, most of the results are normalised with respect to a
standard baseline architecture (without any optimisation).

B. Performance Metrics

Though multiple metrics are considered to evaluate and
analyse the performance, the most important of them are:

• Network Stall Time (NST ): It is defined as the number
of cycles a processor stalls waiting for a network packet.

• L1 Cache Miss Penalty (MPL1): It is defined as the
number of cycles required to replace an existing block in
the L1 cache with the requested, incoming block.

MPL1 = tL1−LLC
Request + TLLC

Access + tLLC−L1
Reply (1)

where

TLLC
Access =

 TLLC
Hit if LLC Hit

TLLC
Miss + MPLLC if LLC Miss

(2)
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Figure 2: Performance of critical packet prioritisation

Here, T i
j is the time taken by module i to complete a task

j whereas, ti−j
k is the time taken by message k to travel

from module i to module j through the underlying NoC.
• System Speedup (S): For multi-programmed workloads:

S =
IPCProposed

IPCBaseline
(3)

where IPCBaseline and IPCProposed are the total In-
structions Per Cycle (IPC) of the baseline and proposed
architectures, respectively. For multi-threaded workloads:

S =
ExecT imeBaseline

ExecT imeProposed
(4)

where ExecT imeBaseline and ExecT imeProposed are
the total execution time of the baseline and proposed
architectures, respectively. We prefer execution time as
multi-threaded workloads have synchronisation primitives
like locks and barriers, which brings variation in IPC.

IV. CRITICAL PACKET PRIORITISATION

A. Introduction

Being a shared infrastructure, multiple cores can compete
for an NoC resource at the same time. For example, multiple
packets can request the same output port of a particular router.
In that case, the employed arbitration policy uses some criteria
to select a winner from the competitors. However, different
packets travelling through the underlying NoC can have a
very different impact on their application’s performance. For
example, some packets may be more critical and can not be
delayed as they stall execution in the processor, whereas others
may tolerate delay as their latency is hidden by the outstanding
latency of their predecessors. We propose techniques and
optimisations to make the routing and arbitration policy aware
of the criticality of packets for better decision making.

B. Motivation

We consider a metric from the literature called slack that
represents the relative importance (criticality) of packets [17].
Specifically, the slack of a packet is the number of cycles
that packet can be delayed in the NoC without impacting
the execution of the processor. Lower slack packets are more
critical than higher slack packets, whereas no-slack packets are
most critical. An existing work prioritises lower slack packets
over higher slack packets but does not deal with the no-slack
packets [17]. We observe that due to low packet injection rate
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Figure 3: No-slack packets travelling through NoC routers

in modern applications, no-slack packets dominate the NoC
routers. As shown in Figure 3, more than 50% no-slack packets
can be found in most of the SPEC CPU2006 benchmarks.
Since no-slack packets are the most critical ones, their delay
in routers will severely hamper the application’s performance.

C. Proposed Technique

We obtain the slack of travelling packets at run-time by
interacting with the on-chip cache controllers and use this
slack as a priority during routing and arbitration decisions.
We propose multiple techniques and optimisations to prioritise
lower slack packets over their higher counterparts and find
alternate minimal path for no-slack packets [27]. We adopt a
look-ahead routing to facilitate the re-routing of no-slack pack-
ets through the new path. Our proposed prioritisation based
architecture called Slack-Aware Re-routing (SAR) makes sure
that no-slack packets are not delayed in the NoC and reach
their destination at the earliest to resume execution. Compared
to the state-of-the-art Aergia architecture [17], SAR is capable
of significantly improving the overall system performance.

D. Performance Analysis

Usage wait time is the number of cycles a reply packet
waits from its arrival at the destination until being used
(consumed) by the processor. Usage wait time shows how early
or late reply packets reach their destination than necessary.
Figure 2a shows the normalised usage wait time with respect
to the baseline architecture (Round-Robin). The proposed SAR
achieves a significant reduction between 5% to 25% in usage
wait time. Figure 2b shows the normalised network stall time
for the presented workload mixes with respect to the Round-
Robin. Our prioritisation policy in SAR significantly reduces
network stall time by up to 22% over Round-Robin and 18%
over Aergia. While we have a negligible area and leakage
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Figure 4: Performance of critical word prioritisation

power overhead of 1.70% and 2.10%, respectively, dynamic
power reduces by 7.50% due to performance improvement.

V. CRITICAL WORD PRIORITISATION

A. Introduction

A processor usually requests for a single word called critical
word from the memory hierarchy [38]. When it encounters
an L1 cache miss on the critical word, a data transfer from
the next level of memory is triggered. The smallest unit of
data transfer between different levels of memory is in the
unit of blocks containing multiple words. So, even though
the processor requests a single word, an entire data block
(containing the critical word) is brought from memory as a
packet through the NoC. Transfer bandwidth in NoC is limited
to the channel width called flit (much smaller than a packet,
refer Table 1). Hence, a data block (packet) is divided into
multiple flits and sent to the requester, as shown in green in
Figure 1. The critical word can be in any of the incoming flits
with indefinite delay along the way. We propose techniques
and optimisations to make the routing and arbitration policy
aware of the critical words for better decision making.

B. Motivation

Figure 5 shows the average position of critical word in the
corresponding blocks requested from the L2 cache (LLC) for
PARSEC 3.0 and SPLASH-2x benchmarks. There is a very
interesting trend: the first word is the critical word for most
of the requested blocks. The trend is unusual but not unrea-
sonable, as the existing literature has proof of critical word
regularity [39][40]. Literature also states that it is reasonable
to expect that data in a given region may be accessed in similar
order on multiple occasions. Hence, the first incoming flit
carries the critical word most of the time since it carries the
first two words (refer Table 1) of the requested data block. If
the flit carrying the critical word can be prioritised to minimise
the routing and arbitration delay and reach its destination, the
(stalled) processor can resume its execution at the earliest.

C. Proposed Technique

Two of the most popular memory access optimisations to
reduce miss penalty of the critical word are Early Restart (ER)
and Critical Word First (CWF) [38]. However, they are NoC
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Figure 5: Position of critical word in the requested blocks

oblivious and, when employed in NoC based TCMPs, neglect
the concept of flit based discrete transfer and router delay. As
a result, the effectiveness of ER and CWF-like optimisations
is less in modern TCMPs. As shown in Figure 5, since a
majority of the benchmarks have their critical word in the
first flit itself, CWF might not be even necessary. We propose
an NoC-aware ER optimisation where the flits carrying the
critical words are prioritised to reach their destination as soon
as possible [28]. The proposed technique involves dynamic
cooperation between L1 cache controllers, NoC and the LLC
controller to propagate the information about the critical word.

D. Performance Analysis

For the baseline architecture (no-optimisation), L1 cache
miss penalty is defined in Equation (1). Whereas for ER and
ER-NoC, it is defined as the number of cycles required to
receive the critical word while the requested block is brought
into the L1 cache. Figure 4a shows the normalised L1 cache
miss penalty with respect to the baseline. L1 cache miss
penalty directly reflects the effectiveness of the ER-NoC over
others. The proposed prioritisation in ER-NoC significantly
reduces the L1 cache miss penalty by 11%. Figure 4b shows
the normalised system speedup, and as expected, the reduction
in L1 cache miss penalty translates into the improvement of
overall system performance. ER-NoC architecture achieves a
maximum and an average system speedup of 15% and 9%,
respectively. While we have a negligible area and leakage
power overhead of 1.34% and 3.60%, respectively, dynamic
power reduces by 5.85% due to performance improvement.
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Figure 6: Performance of opportunistic caching

VI. OPPORTUNISTIC CACHING

A. Introduction

Due to limited on-chip caching, applications with large
memory footprint encounter frequent data misses. Such ap-
plications suffer from recurring miss penalty when they re-
reference recently evicted cache blocks. On the other side,
due to the very low packet injection rate of only around 5%
in modern applications [41][42][43], and post-silicon debug
and validation, a lot of NoC resources remain underutilised or
even worse, unused. We propose techniques and optimisations
to exploit these available resources and accommodate evicted
cache blocks in the routers to service future references quickly.

B. Exploiting Underutilised Router Buffers

1) Motivation: To maintain the worst-case performance
bandwidth and scalability, NoC routers are provisioned with
input port buffers [44][45], which are further divided into
Virtual Channels (VCs) for deadlock-free routing and better
utilisation [46]. As shown in Figure 1, packets entering through
different input ports (east, south, west, north, and local) get
temporarily stored in the available VCs and take part in routing
and arbitration decisions. However, due to the low packet
injection rate, VCs are underutilised and remain free most of
the time. VC availability in local input port of routers is shown
in Figure 7 for different SPEC CPU2006 benchmarks. Since
these benchmarks have an average packet injection rate of only
around 5%, at least one VC always remain free (≈ 95%).

2) Proposed Technique: We propose to store evicted cache
blocks in underutilised VCs without hampering the usual NoC
transfer [29][30]. Such a block can either be clean or dirty,
where the former is discarded while the latter is sent to the
next level of memory for write-back. We store the evicted,
dirty cache blocks in the local input port VCs on their way
for the write-back. When they are re-referenced, we arrange
a local reply with the matching stored block from the routers.
Local reply completely avoids the NoC and off-chip travel and
significantly reduces miss penalty, and improves performance.
We also bring some evicted, clean cache blocks to the routers
(which are otherwise discarded) and store them in the local
input port VCs to increase our chances of a local reply.

C. Exploiting Unused Trace Buffers

1) Motivation: When we bring evicted, clean cache blocks
to be stored in the routers to increase our chances of local
reply, they compete against the evicted, dirty cache blocks
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Figure 7: VC availability in local input port of NoC routers

for a place. Input port VCs are underutilised, but they are
also limited in numbers. Thus the competition between clean
and dirty defeats the purpose of accommodating more evicted
cache blocks. Due to the design complexity of NoC based
TCMPs, post-silicon debug is practised to validate a design
before going into production. An important phase of the debug
involves validating the on-chip interaction between cores.
To aid the process, Design-for-Debug (DfD) hardware are
embedded across various modules and cores in a TCMP [47].
Trace Buffers are such a DfD hardware embedded in routers.
However, when a design goes into production, most of the
DfD hardware become non-functional and are left unused.

2) Proposed Technique: Similar to the input port VCs, the
trace buffers are already present in the routers; hence they
do not contribute to on-chip area overhead. We re-purpose
them to store evicted, clean cache blocks [31][32]. With the
dirty blocks stored in input port VCs and the clean blocks
stored in embedded trace buffers, we are able to accommodate
more evicted cache blocks, which increases our chances of
local reply. We also propose two techniques to forward stored,
dirty cache blocks for write-back towards their respective
destination and a technique to drop stored, clean cache blocks
from the trace buffers. To preserve the state of evicted blocks
and maintain coherence, we propose an additional coherence
message. Our proposed technique is able to significantly
reduce miss penalty and improve overall system performance.

D. Performance Analysis

L1 cache miss penalty directly reflects the effectiveness of
the proposed local store and reply optimisation. Figure 6a
shows the normalised L1 cache miss penalty with respect to
the baseline architecture (no-optimisation). With local replies,
the proposed architectures reduce the L1 cache miss penalty
for all the simulated workload mixes. A maximum reduction of
21% and an average reduction of 16% is achieved. Figure 6b



shows the normalised system speedup with respect to the
baseline, where the improvement is intuitive due to reduced
miss penalty. We achieve a maximum and average system
speedup of 19% and 14%, respectively. Intelligent usage of
trace buffers in the proposed architectures significantly im-
proves overall system performance with frequent local replies
from the routers. While we have a negligible area and leakage
power overhead of 2.58% and 3.94%, respectively, dynamic
power reduces by 6.12% due to performance improvement.

VII. FUTURE RESEARCH DIRECTIONS

The future is moving towards domain-specific, heteroge-
neous architectures, and NoC will be required to smoothly
integrate specific Intellectual Property (IP) cores from diverse
domains. One way of looking into improving our packet
prioritisation technique will be to get the criticality metric from
the IP cores, as they might have specific QoS requirements.
Hence, a hardware-software co-design may be explored. An-
other possible way to extend our technique is by considering
different routing algorithms for different VCs within the same
input port. This will reduce the conflict between packets.

The number of processing cores is massively increasing in
Domain-Specific Architectures (DSAs), and they have frequent
memory interactions. If processing cores only need the critical
word to continue their execution, NoC channel bandwidth
can be divided among all the competitors to transfer multiple
critical words to different cores rather than sending the entire
block. This could be one possible way of extending our critical
word prioritisation technique for DSAs. Another possible
extension could be in the line of NoC traffic compression.

Our work on opportunistic caching can be extended to
store pre-fetched blocks to avoid cache pollution. It may also
be explored for Non-Volatile Memories (NVMs) to reduce
expensive writes and increase their lifetime. As we advocate
for the design of data-aware NoC, emerging technologies like
wireless and photonic NoC (WiNoC and ONoC) provide even
better scope. One such example is the design of coherence
protocols by taking advantage of the WiNoC. Neuromorphic
architectures like Spiking Neural Network (SNN) use NoC for
scalability. They exhibit higher memory interactions, where
designing data-aware NoC might become a game-changer.
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